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Early Days

• LDPv6 began life as “draft-manral-mpls-ldp-ipv6-00” in 2008.
• LDPv6 provides an MPLS control plane for IPv6.
• Finally became RFC 7552 in 2015.

https://tools.ietf.org/html/draft-manral-mpls-ldp-ipv6-00


Vendor Implementation

• Juniper released support in Junos 15, 2015.

• Cisco released support in IOS XR 5.3.0, 2015.

• Nokia (ALU) have support.

• HP have support.

• Huawei have support.

• Arrcus have support.

• Notably, IOS XE has no support. Cisco have no plans for it here.



What Works

• Native MPLS forwarding of IPv6 traffic:



What Doesn’t Work
• Higher-level MPLS-based services cannot be signaled over LDPv6:

• l2vpn’s.
• l3vpn’s.
• EVPN’s.
• MVPN’s.
• RSVP-TE.

• Details of this can be found in RFC 7439:
• Gap Analysis for Operating IPv6-Only MPLS Networks



So Why Do It

• As with IPv4, you can remove native BGPv6 from the core network.
• IPv6 traffic would now be purely label-switched in the core.
• You still maintain a native, dual-stack backbone.
• Simplifies your core network even further.



Watch Out For

• For IOS XR, run 6.0.1 as a minimum, or later.

• Prior to this version, dual-stack TLV’s are not supported.

• If the LDP neighbor ran dual-stack TLV’s, LDP sessions won’t form.

• It would be either IPv4, or IPv6, but not both.
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